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Introduction We analyze how the spectral property  of 
1D signal can affect joint alignment gradient. 

We also explains how filtering helps finding global minima, 
and discuss the dilemma of filtering strength for weak graident problems

In 2D example, brute force 2D convolution out-performs BARF in both quality and efficiency

Goal: Following BARF, we enable joint optimization of camera pose on Tensorial Radiance Field,

 accelerating the joint optimization and getting better quality.

Challenge: Unlike MLP architecture used in BARF, voxel-based architectures lack spectral bias 

and is unstable  in joint optimization.

Contribution: We solve the overfitting problem of naive method, and enable joint optimization of camera pose on TensoRF.   

Proposed Methods: We start with 1D pilot study that discusses the effect of filtering strengh on the joint optimization, 

from which we propose various methods that are proven effective in 2D and 3D experiment.

Fast Convergence: Seperable Component-Wise Convolution allows efficient 3D spectrum control on tensorial field, 

which in terms prevent the need for MLP PE control in BARF and sequenctial multi-resolution grids learning in HASH (Heo et al. 2023).

1D Analysis

2D Experiment

3D Experiments

Improving Robustness: We propose Randomly Scaled Kernel and Edge Guided Loss Mask to improve the robustness of 

joint optimization, the former prevents local minima by randomized combination of 2D and 3D filtering, and the latter amplify gradient signal 
in edge regions which are critical for alignment.

Ablation : We show the importance of each proposed components and also 

demonstrate the necessity by showing the methods proposed by BARF or GARF 
are not applicable to tensorial radiance field.

Algorithm : Our proposed 3D method combines

1. Separated 3D Convolution on tensorial field.
2. Smoothed 2D supervision.
3. Randomly Scaled Kernels for both 2D and 3D
4. Edge Guided Loss for amplifying more useful gradients

Quanlitative Results : Quantitative results shows superior synthesis qualtity 

compared to previous methods.

Conclusion :
 
1. Theoretically, we provide insights into the impact of scene properties on the convergence of 
joint optimization beyond the coarse-to-fine heuristic discussed in pror research, proposing a 
filtering based strategy for improving the joint optimization.

2. Algorithmically, we introduce ( and prove the equivalence of ) an effective method for 
applying the filtering based strategy on decomposed low-rank tensor, notice that the propsed 
Separable Component-Wise Convolution is unique and more efficient than traditional 
separable methods in the sence that we (aside from the separated kernel) additionally 
utilize the separability of input signal. We additionaly proposed techniques (i.e. Randomly 
Scaled Kernel and Edge Guided Loss Mask) for improving the robustness of joint optimization.

3. Comprehensive Evaluations demonstrates our proposed framework's state-of-the-art 
performance and rapid convergence.


